**Appendix A – Explanation Imputation Methods**

In this supplementary material we will explain which values are required to be calculated in the training data and which R packages are used per implemented method. We will also explain step by step what we do for each method. We will focus specifically on JMI and CMI as mean imputation is relatively straightforward. In addition, we will shortly cover the requirements and step-by-step instructions for each evaluation method used. All code is added in appendix C.

*Joint modelling imputation*As stated JMI allows tailored imputations, making use of covariances between all predictors. More specifically, imputations are randomly sampled from a (multivariate) normal distribution that is conditioned on the observed predictor values. For binary variables, a logistic regression model is used to transform the drawn continuous values into discrete imputations.

To implement JMI we first have to calculate the expectation (mean) of all variables included in the data and save this in a single vector. Additionally, a covariance matrix of the data has to be saved in a separate object. We also save the class of each variable included in the data. On a patient-by-patient basis we extract which variables are missing and which are not missing. From the variables that are not missing we save the observed values in a separate vector. Then, using the *rcmvnorm* function in R, we estimate the conditional multivariate normal distribution using the provided expectations (mu), covariance matrix (sigma), dependent variables (i.e. names of the missing variable), the given non-missing variables and all observed values (35).

For example, consider a situation where we have two variables of interest (e.g. blood pressure) and (e.g. Body Mass Index). These variables have been fully observed in a previous cohort study, where we calculated their respective means and , their respective variance and , and their correlation . Consider now the encounter with a single new patient for which the Body Mass Index has been measured (i.e. is known), but for which the blood pressure cannot be retrieved (and therefore is missing). Assuming that BMI and blood pressure follow a bivariate Normal distribution, likely values for (given that is known) can be described by a Normal distribution with mean and variance where:

and

Hence, imputations for can simply be generated by drawing random samples from the distribution N( ). If only a single imputation is desired, the most likely value for is simply given by .

Consider now that is a binary variable (e.g. smoking) instead of a continuous variable. In this case, samples from N( ), denoted as , may not be appealing to be used as imputation because they are unlikely to be discrete (e.g. 0 or 1) and may even take negative values. For this reason, imputations for are generated according to . Note that for each imputation, a new value of need to be sampled.

The code that was used can be found in appendix C (function: *joint.MI()*). Note that the amount of imputed values is specified beforehand (i.e. n.imp). Also note that the mean vector *mu* and covariance matrix *sigma* of the training data can simply be obtained by applying the R functions *colMeans()* and *cov()* to the corresponding data frame. In case the training data are affected by missing values, R packages such as *mvnmle* can be used to obtain maximum likelihood estimates for the original mean and covariance.

*Conditional modelling imputation*  
To implement CMI we, before calculating other separate values, estimate each conditional model based on the training data. This entails iterating over all columns in the training data, specifying a conditional model (e.g. logistic) based on the type of dependent variable (e.g. binary). We save the conditional models in a list to be used in our imputation.

Note that we use the function *estimice* instead of *glm* when modeling continuous variables. This approach is analogous to the imputation of missing continuous variables in the R package *mice* when adopting the *mice.impute.norm* function. The *estimice* function is a least squares implementation of ridge regression, and can therefore better handle situations where training samples are relatively small.

The fitted regression models (one for each variable of interest) can then be used to generate imputations in new patients. In similar fashion to JMI, our implementation of CMI requires the means, covariance and data classes of the training data. The method first checks, on a patient-by-patient basis, how many variables are missing. We start with this distinction as single and multiple missing variable require a different approach.

In short: when a single predictor has a missing value, the fitted regression model of that predictor can directly be used to generate an imputed value. When multiple predictors have jointly missing values, the conditional models need to be combined through Markov Chain Monte Carlo sampling (41). Missing values are then first initialized to an arbitrary value, and updated iteratively by applying the procedure for a single missing value successively on each missing value.

More specifically: when the patient has a single missing variable, we specify the variables on which each model should be based, thus excluding the missing variable. If the missing variable is binary we use the regression coefficients of the relevant imputation model (i.e. as estimated in *conditional.estimation* function) and its corresponding covariance matrix to draw a random sample of imputation coefficients. Hereto, we use a multivariate T-distribution as implemented in the R function *rmvt* *(42)*. The imputation coefficients are then used to calculate a probability, which is then used with a Bernoulli distribution to draw an imputation for the missing value. This process of drawing the betas, calculating a probability and drawing a value from the Bernoulli distribution is done the amount of times we specify (i.e. n.imp).

When the missing variable is continuous, we use the Bayesian multiple imputation approach described by van Buurenand implemented in the R function *mice.impute.norm* *(13)*. This approach generates imputation coefficients by sampling from a posterior distribution that is based on the regression coefficients of the relevant imputation model (i.e. as estimated in *conditional.estimation* function) and standard non-informative priors. This adaptation was necessary to ensure that estimation uncertainty for the residual error variance is also taken into account when generating imputations.

When two or more variables are missing for a single patient, the conditional imputation models need to be used in conjunction to generate reliable imputations. Because each imputation model requires complete data on all but one variable, we first initialize each missing variable with a random starting value. To this purpose, we use the means and covariance of the training sample. Then, on a variable-by-variable basis, the starting values are updated by imputing them using all other (original or initiated) values. This process of updating randomly initiated values iterates over each missing variable and is then repeated for a specified number of times to also replace the updated values numerous times. This cyclic generation of updated values is necessary to ensure that the imputed variables depend on each other and the observed data, but no longer on their initial values. Updated values from the last iteration are then extracted and used as the imputed values. The process of initializing starting values, updating these values and extracting them is repeated for a prior specified amount (i.e. n.imp).

The code in appendix C (functions: *conditional.estimation()* and *conditional.MI()*) was used to implement conditional modelling imputation. Note that the object *model\_estimation* is a list containing the conditional imputation models for each variable, and can be obtained using the function *conditional.estimation()*.

***Evaluation measures***

Each method provided an three-dimensional array of the data, where the third dimension consisted of the prior specified amount of imputations (i.e. 50 in our analysis) for each of the missing variables. When calculating the RMSE we square the difference between the mean of those imputations and the true value, which gives us a vector of squared deviations. The root of the mean of that vector is the RMSE reported in this study. We calculated the coverage rate by first calculating a 95% confidence interval for each imputed predictor in the hold-out patient according to

Where xi is the ith imputed value (out of a total of 50), and t is a value from a two-sided t-distribution with 50 degrees of freedom. We then specify a binary indicator showing if the confidence interval included the true value. Taking the mean of the binary indicator gives us the percentage of confidence intervals containing the true value.

The code in appendix C was used to calculate both evaluation measures for a single missing predictor (function: *test\_single\_missing()*). Note that the object *knn1* is the exemplar dataset where all predictors are fully observed. To accommodate deriving the necessary population characteristics from the training data we completed any missing values in the UCC data using K-nearest neighbor imputation (KNN) (28). In addition the character *test\_var* specifies the variable for which” missing values are introduced in the Jack-knife procedure.

**Appendix B – Descriptive statistics before imputation**

|  |  |  |
| --- | --- | --- |
|  | Mean (sd) or n/total (%)\* | % Missing |
| Age (years) | 61.7 (18.2) | 0.00 |
| Sex (1=female; 0=male) | 1987/3880 (51.2) | 0.00 |
| Smoking (1=yes; 0= no) | 363/2583 (14.05) | 24.07 |
| SBP (mmHg) | 141.49 (24.2) | 10.54 |
| TC (mmol/l) | 5.2 (1.4) | 24.54 |
| LDL-c (mmol/l) | 3.0 (1.2) | 26.01 |
| HDL-c (mmol/l) | 1.4 (0.4) | 25.39 |
| eGFR (mL/min/1.73m2) | 80.7 (25.6) | 15.98 |
| History of CVD (1=yes; 0= no) | 1063/1907 (55.7) | 23.45 |
| History of PAD (1=yes; 0= no) | 271/2699 (10.0) | 23.45 |
| History of CHD (1=yes; 0= no) | 472/2498 (18.9) | 23.45 |
| History of CHF (1=yes; 0= no) | 283/2687 (10.5) | 23.45 |
| History of CVA (1=yes; 0= no) | 449/2521 (17.8) | 23.45 |
| History of DM (1=yes; 0= no) | 607/2363 (25.6) | 23.45 |
| Polyvascular disease | 0.5 (0.8) | 23.45 |
| # of medications | 1.0 (1.9) | 27.24 |
| BP lowering medication (1=yes; 0= no) | 599/2224 (26.9) | 27.24 |
| Statin (1=yes; 0= no) | 395/2428 (16.3) | 27.24 |
| HbA1c (mmol/mol) | 40.7 (11.8) | 26.37 |
| Years since first CVD (years) | 3.8 (8.5) | 26.21 |
| Diabetes (1=yes; 0= no) | 755/2810 (26.9) | 8.12 |
| Diabetes duration (years) | 14.9 (12.0) | 86.11 |
| Pulse pressure (mmHg) | 61.7 (19.5) | 10.54 |

Legend – SBP: systolic blood pressure, TC: total cholesterol, LDL-c: low-density lipoprotein cholesterol, HDL-c: high-density lipoprotein cholesterol, eGFR: estimated glomerular filtration rate according to the CKD epi formula, CVD: cardiovascular disease, PAD: peripheral artery disease, CHD: coronary heart disease, CHF: chronic heart failure, CVA: cerebrovascular accident, DM: diabetes mellitus, BP: blood pressure, HbA1c: glycated hemoglobin. \* after KNN-imputation

**Appendix C – Selection of variables**

Given that the interest of the study is to provide a method with which a prediction model is able to be used whilst missing predictor values are present, we looked at combinations of missing predictor values that are observed in real data (see below). This figure describes the most common missing intersections of predictor variables. No distinction concerning variable importance is made. All single missing predictor scenarios are included, regardless of their occurrence in real data, as such the apparent single scenarios in the figure below can be ignored.

Each of these intersections is used in the study as a possible scenario for which the imputation methods should realistically work well. For a combination of missing predictor values to be included in the study it should at least be apparent in >1% of patients. This resulted in the inclusion of eight distinct multiple missing predictor scenarios.
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The next part of variable selection was identifying the auxiliary variables that are inextricably linked to any of the predictor variables. Using these variables in an attempt to impute their respective predictor value via JMI or CMI would overestimate their performance as they are highly reliant on the relationship between available variables and the missing predictor value to be imputed. As such it is important that these auxiliary variables are not available for information extraction when their respective predictor values are missing. The variables were identified using the clinical experience of the authors as well as by using visualizations of the various combinations of missing value scenarios in the complete data (see next figure). For example, it was noticed that pulse pressure, or SAP, were never exclusively missing.

The combinations identified are: (1) SAP and pulse pressure, (2) diabetes and diabetes duration, (3) history of CVD and history of PAD, CHD, CHF, CVA and polyvascular disease and (4) total cholesterol, HDL-cholesterol and LDL-cholesterol.![](data:image/png;base64,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)

**Appendix D – R code**

The completed UCC data is available from *knn1*. This data frame was used to evaluate the various missing data scenarios as follows:

|  |
| --- |
| load("knn1.RData")  source("functions.r")  ########################################  # Simulation study for single missings #  ########################################  knn1.DM <- knn1  knn1.DM[,"m0\_duur\_diabetes\_quest"] <- NULL  results\_DM <- test\_single\_missing(data = knn1.DM, test\_var = "M0\_diabetes", seed = 13331)  rm(knn1.DM)  results\_DM  save.image(WD)  knn1.SBP <- knn1  knn1.SBP[,"m0\_pulse\_pressure"] <- NULL  results\_SBP <- test\_single\_missing(data = knn1.SBP, test\_var = "m0\_SAP", seed = 13332)  rm(knn1.SBP)  results\_SBP  save.image(WD)  results\_eGFR <- test\_single\_missing(data = knn1, test\_var = "m0\_Lab\_eGFR\_CKD\_EPI", seed = 13333)  results\_eGFR  save.image(WD)  knn1.histCVD <- knn1  knn1.histCVD[,c("m0\_History\_PAD","m0\_History\_CHD","m0\_History\_CHF",  "m0\_History\_CVA","m0\_polyvascular\_disease")] <- list(NULL)  results\_histCVD <- test\_single\_missing(data = knn1.histCVD, test\_var = "m0\_CardVascHistory", seed = 13334)  rm(knn1.histCVD)  results\_histCVD  save.image(WD)  results\_yrssinceCVD <- test\_single\_missing(data = knn1, test\_var = "M0\_year\_since\_first\_CVD", seed = 13335)  results\_smoking <- test\_single\_missing(data = knn1, test\_var = "m0\_Intox\_Smoking\_current", seed = 13336)  results\_yrssinceCVD  results\_smoking  save.image(WD)  knn1.TC <- knn1  knn1.TC[,c("m0\_Lab\_HDLchol","m0\_Lab\_LDLchol")] <- list(NULL)  results\_TC <- test\_single\_missing(data = knn1.TC, test\_var = "m0\_Lab\_Chol", seed = 13337)  rm(knn1.TC)  results\_TC  save.image(WD)  knn1.HDL <- knn1  knn1.HDL[,c("m0\_Lab\_Chol","m0\_Lab\_LDLchol")] <- list(NULL)  results\_HDL <- test\_single\_missing(data = knn1.HDL, test\_var = "m0\_Lab\_HDLchol", seed = 13338)  rm(knn1.HDL)  results\_HDL  save.image(WD)  ############################  # Results simulation study #  ############################  results\_DM  results\_SBP  results\_eGFR  results\_histCVD  results\_yrssinceCVD  results\_smoking  results\_TC  results\_HDL  ##########################################  # Simulation study for multiple missings #  ##########################################  knn1.pat1 <- knn1  knn1.pat1[,c("m0\_History\_PAD","m0\_History\_CHD","m0\_History\_CHF",  "m0\_History\_CVA","m0\_polyvascular\_disease")] <- list(NULL)  results\_pat1 <- test\_multiple\_missing(data = knn1.pat1, test\_var = c("m0\_CardVascHistory",  "M0\_year\_since\_first\_CVD",  "m0\_Intox\_Smoking\_current"),  seed = 2408001)  rm(knn1.pat1)  results\_pat1  save.image(WD)  knn1.pat2 <- knn1  knn1.pat2[,c("m0\_Lab\_LDLchol")] <- NULL  results\_pat2 <- test\_multiple\_missing(data = knn1.pat2, test\_var = c("m0\_Lab\_eGFR\_CKD\_EPI",  "m0\_Lab\_Chol",  "m0\_Lab\_HDLchol"),  seed = 2408002)  rm(knn1.pat2)  results\_pat2  save.image(WD)  knn1.pat3 <- knn1  knn1.pat3[,c("m0\_Lab\_LDLchol")] <- NULL  results\_pat3 <- test\_multiple\_missing(data = knn1.pat3, test\_var = c("m0\_Lab\_Chol",  "m0\_Lab\_HDLchol"),  seed = 2408003)  rm(knn1.pat3)  results\_pat3  save.image(WD)  knn1.pat4 <- knn1  knn1.pat4[,c("m0\_Lab\_LDLchol","m0\_duur\_diabetes\_quest","m0\_History\_PAD","m0\_History\_CHD","m0\_History\_CHF",  "m0\_History\_CVA","m0\_polyvascular\_disease")] <- list(NULL)  results\_pat4 <- test\_multiple\_missing(data = knn1.pat4, test\_var = c("M0\_diabetes",  "m0\_CardVascHistory",  "M0\_year\_since\_first\_CVD",  "m0\_Intox\_Smoking\_current",  "m0\_Lab\_Chol",  "m0\_Lab\_HDLchol"),  seed = 2408004)  rm(knn1.pat4)  results\_pat4  save.image(WD)  knn1.pat5 <- knn1  knn1.pat5[,c("m0\_Lab\_LDLchol","m0\_duur\_diabetes\_quest","m0\_History\_PAD","m0\_History\_CHD","m0\_History\_CHF",  "m0\_History\_CVA","m0\_polyvascular\_disease","m0\_pulse\_pressure")] <- list(NULL)  results\_pat5 <- test\_multiple\_missing(data = knn1.pat5, test\_var = c("M0\_diabetes",  "m0\_SAP",  "m0\_Lab\_eGFR\_CKD\_EPI",  "m0\_CardVascHistory",  "M0\_year\_since\_first\_CVD",  "m0\_Intox\_Smoking\_current",  "m0\_Lab\_Chol",  "m0\_Lab\_HDLchol"),  seed = 2408005)  rm(knn1.pat5)  results\_pat5  save.image(WD)  knn1.pat6 <- knn1  knn1.pat6[,c("m0\_Lab\_LDLchol","m0\_pulse\_pressure")] <- list(NULL)  results\_pat6 <- test\_multiple\_missing(data = knn1.pat6, test\_var = c("m0\_SAP",  "m0\_Lab\_eGFR\_CKD\_EPI",  "m0\_Lab\_Chol",  "m0\_Lab\_HDLchol"),  seed = 2408006)  rm(knn1.pat6)  results\_pat6  save.image(WD)  knn1.pat7 <- knn1  knn1.pat7[,c("m0\_Lab\_LDLchol","m0\_duur\_diabetes\_quest","m0\_History\_PAD","m0\_History\_CHD","m0\_History\_CHF",  "m0\_History\_CVA","m0\_polyvascular\_disease","m0\_pulse\_pressure")] <- list(NULL)  results\_pat7 <- test\_multiple\_missing(data = knn1.pat7, test\_var = c("M0\_diabetes",  "m0\_SAP",  "m0\_CardVascHistory",  "M0\_year\_since\_first\_CVD",  "m0\_Intox\_Smoking\_current",  "m0\_Lab\_Chol",  "m0\_Lab\_HDLchol"),  seed = 2408007)  rm(knn1.pat7)  results\_pat7  save.image(WD)  knn1.pat8 <- knn1  knn1.pat8[,c("m0\_History\_PAD","m0\_History\_CHD","m0\_History\_CHF",  "m0\_History\_CVA","m0\_polyvascular\_disease","m0\_pulse\_pressure")] <- list(NULL)  results\_pat8 <- test\_multiple\_missing(data = knn1.pat8, test\_var = c("m0\_SAP",  "m0\_CardVascHistory",  "M0\_year\_since\_first\_CVD",  "m0\_Intox\_Smoking\_current"),  seed = 2408008)  rm(knn1.pat8)  results\_pat8  save.image(WD)  ############################  # Results simulation study #  ############################  results\_pat1  results\_pat2  results\_pat3  results\_pat4  results\_pat5  results\_pat6  results\_pat7  results\_pat8  ################  # Impact study #  ################  library(matrixcalc)  knnCVD <- subset(knn1, m0\_CardVascHistory == T)  knnCVD$m0\_pulse\_pressure <- NULL  results.m0SAP <- data.frame(y.orig = rep(NA, nrow(knnCVD)),  y.meanimp = rep(NA, nrow(knnCVD)),  y.jointimp = rep(NA, nrow(knnCVD)),  y.condimp = rep(NA, nrow(knnCVD)))  pb <- txtProgressBar(min = 0, max = nrow(results.m0SAP), style = 3)  for (i in 1:nrow(knnCVD)) {  setTxtProgressBar(pb, i)  dat.train <- knnCVD[-i,]  test\_case <- knnCVD[i,]  results.m0SAP$y.orig[i] <- test\_case$m0\_SAP  test\_case$m0\_SAP <- NA  # Estimate the necessary imputation models/parameters  mu <- sapply(dat.train, mean)  sigma <- cov(dat.train)  n.imp <- 50  data\_classes <- sapply(knn1, class)  if (!is.positive.definite(sigma)) {  sigma <- sigma + diag(ncol(sigma))\*0.01  }  cond\_model <- conditional.estimation(training\_data = dat.train, skip = (!colnames(dat.train) %in% "m0\_SAP"))  # Perform the imputation  imp.joint <- joint.MI(data = test\_case,  mu = mu,  sigma = sigma,  data\_classes = data\_classes,  n.imp = n.imp)  imp.cond <- conditional.MI(data = test\_case,  model\_estimation = cond\_model,  mu = mu,  sigma = sigma,  data\_classes = data\_classes,  n.imp = n.imp)  # Save results  results.m0SAP$y.meanimp[i] <- mu["m0\_SAP"]  results.m0SAP$y.jointimp[i] <- mean(imp.joint[1, "m0\_SAP",])  results.m0SAP$y.condimp[i] <- mean(imp.cond[1, "m0\_SAP",])  }  close(pb)  ########################  # Impact study Results #  ########################  results.m0SAP  # Mean imputation  with(results.m0SAP, sum(y.orig>=140 & y.meanimp>=140))  with(results.m0SAP, sum(y.orig>=140 & y.meanimp<140))  with(results.m0SAP, sum(y.orig<140 & y.meanimp>=140))  with(results.m0SAP, sum(y.orig<140 & y.meanimp<140))  # Joint Modeling Imputation  with(results.m0SAP, sum(y.orig>=140 & y.jointimp>=140))  with(results.m0SAP, sum(y.orig>=140 & y.jointimp<140))  with(results.m0SAP, sum(y.orig<140 & y.jointimp>=140))  with(results.m0SAP, sum(y.orig<140 & y.jointimp<140))  # Condtional Modeling Imputation  with(results.m0SAP, sum(y.orig>=140 & y.condimp>=140))  with(results.m0SAP, sum(y.orig>=140 & y.condimp<140))  with(results.m0SAP, sum(y.orig<140 & y.condimp>=140))  with(results.m0SAP, sum(y.orig<140 & y.condimp<140))  ##############  # Prediction #  ##############  data\_eGFR <- data\_imputation(data = knn1, test\_var = "m0\_Lab\_eGFR\_CKD\_EPI", seed = 13336)  prediction\_eGFR <- as.data.frame(prediction\_single\_missing(data\_eGFR, seed=13338))  knn1.pat6 <- knn1  knn1.pat6[,c("m0\_Lab\_LDLchol","m0\_pulse\_pressure")] <- list(NULL) #linked var  data\_pat6 <- data\_imputation(data = knn1.pat6,  test\_var = c("m0\_SAP",  "m0\_Lab\_eGFR\_CKD\_EPI",  "m0\_Lab\_Chol",  "m0\_Lab\_HDLchol"),  seed = 2408006)  prediction\_pat6 <- as.data.frame(prediction\_single\_missing(data\_pat6,  test\_var = c("m0\_SAP",  "m0\_Lab\_eGFR\_CKD\_EPI",  "m0\_Lab\_Chol",  "m0\_Lab\_HDLchol"),  seed=2408010)) |

The content of the file *functions.r* is as follows:

|  |
| --- |
| ###########  # Authors #  ###########  # Steven Nijman  # Jeroen Hoogland  # Thomas Debray  ########################  # Package Requirements #  ########################  require(condMVNorm) # version 2015.2-1  require(mice) # version 3.6.0  ########################  # Function to retrieve columns with binary variables  binary <- function(data){  binnames <- sapply(data, function(x) length(unique(x[complete.cases(x)])) == 2)  binnames <- names(binnames)[binnames]  binnames  }  # Extra function to facilitate compatibility with glm objects  coef.estimice <- function (object){  return (object$c)  }  # Extra function to facilitate compatibility with glm objects  vcov.estimice <- function (object) {  return(object$v)  }  # Estimate conditional model for each variable in the training data  # We can skip certain models (e.g. in case a variable does not contain missings)  # Note that this function requires training data without missing values. If missing  # values are present, the conditional models need to be estimated using a Gibbs  # sampler (similar to the imputation process)  conditional.estimation <- function(training\_data,  skip = rep(FALSE, ncol(training\_data)) # By default, estimate all the conditional models  ) {  if (length(skip)!=ncol(training\_data)) {  stop ("The size of argument 'skip' should match the number of columns in 'training\_data'")  }  model.estimation <- list()  binnames <- binary(training\_data)  for(i in 1:ncol(training\_data)) {  if (!skip[i]) {  formula <- paste(names(training\_data[-i]), collapse = " + ")  formula <- paste(c(names(training\_data[i]), formula), collapse = " ~ ")  if(names(training\_data)[i] %in% binnames) {  model.estimation[[i]] <- glm(formula, training\_data, family="binomial")  } else {  # We use ridge regression as adopted in mice to facilitate implementation of  # imputation processes. An additional advantage is that the ridge penalty  # accommodates for some estimation problems in sparse datasets  X <- cbind(1, as.matrix(training\_data[,-i]))  fit <- tryCatch({  estimice(x = X, y = training\_data[,i])  }, error = function(e) {  estimice(x = X, y = training\_data[,i], ls.meth = "ridge")  }, finally = {  })  fit$df.residual <- fit$df # Facilitate compatibility with glm objects  class(fit) <- "estimice" # Facilitate compatibility with glm objects  model.estimation[[i]] <- fit  }  } else {  model.estimation[[i]] <- NULL  }  }  return(model.estimation)  }  joint.MI <- function(data, mu, sigma, data\_classes, n.imp) {  dat.imputed <- array(rep(as.matrix(data), n.imp), dim=c(nrow(data),ncol(data),n.imp))  colnames(dat.imputed) <- colnames(data)  missing.col <- c()  for (i in 1:nrow(data)) {  if(any(is.na(data[i,]))){  x <- data[i,] #match names of x and mu.  dep <- names(x[which(is.na(x))])  given <- names(x[which(!is.na(x))])  missing.col <- which(is.na(x))  x.obs <- as.numeric(x[which(names(x) %in% given)])    condMVN <- rcmvnorm(n=n.imp, mean=mu, sigma=sigma, dep=dep, given=given, X=x.obs)  }    for(l in missing.col){  index <- which(missing.col == l)  if(data\_classes[l]=="logical"){  condMVN[,index] <- ifelse(condMVN[,index] > 1, 1, condMVN[,index])  condMVN[,index] <- ifelse(condMVN[,index] < 0, 0, condMVN[,index])  condMVN[,index] <- as.logical(rbinom(n = n.imp, size = 1, prob = condMVN[,index]))  }  dat.imputed[i, l, ] <- condMVN[,index]  }  }  return(dat.imputed)  }  conditional.MI <- function(data, # Data frame with the patient data  model\_estimation, # List of conditional imputation models  mu = rep(0, ncol(data)), # Mean vector to initialize Gibbs sampler  sigma = diag(rep(1000, ncol(data))), # Covariance matrix to initialize Gibbs sampler  data\_classes,  n.imp, # Number of required imputed datasets  maxit = 15) # set maximum iterations for convergence imputations  {    dat.imputed <- array(rep(as.matrix(data), n.imp), dim=c(nrow(data),ncol(data),n.imp))  colnames(dat.imputed) <- colnames(data)    # get variable for which models were fitted with family "binomial"  binnames <- colnames(dat.imputed)[unlist(lapply(model\_estimation, function(x) x$family$family == "binomial"))]    # each row/patient is taken separately  for(i in 1:nrow(data)) {  # identify missing variables  missing.col <- which(is.na(data[i,]))    # No Gibbs sampler needed if only 1 patient has missing values  if(length(missing.col) == 1) {  dat.imputed[i,missing.col,1:n.imp] <- conditional.MI.single(test\_case = data[i,],  model\_estimation,  mu,  sigma,  data\_classes,  n.imp)  } else if(length(missing.col) > 1) {    # initialize vector for patient -> these will for be the concurrent imputations  gibbsdata <- lapply(data\_classes, vector, length = 1)    # iterate over till all multiple imputations are done for this patient  for(l in 1:n.imp) {  # Generate initial draws for imputation & iterate from 1 to 23 variables  for(j in 1:length(data)) {  gibbsdata[[j]][1] <- data[i,j]  # itial value = draw from multivariate normal distribution  gibbsdata[[j]][2] <- ifelse(j %in% missing.col, mvtnorm::rmvnorm(1, mean=mu, sigma=sigma)[j], gibbsdata[[j]][1])  }  # convert vector to dataframe  temp\_data <- as.data.frame(gibbsdata)    # first 2 iterations already done in intialization, iterate till max iterations for convergence (15)    # Iterate over the imputation cycles  for (iter in 3:maxit) {  temp\_data[iter,] <- temp\_data[iter-1,]    # Iterate ver the different variables with missing values  # Each time, use the most recently imputed value from the remaining variables    for(k in 1:length(missing.col)){  # Extract last available data  test\_case <- temp\_data[iter,]  test\_case[missing.col[k]] <- NA  test\_case[missing.col[k]] <- conditional.MI.single(test\_case = test\_case,  model\_estimation,  mu,  sigma,  data\_classes,  n.imp = 1)  # fill temporary data with last iteration  temp\_data[iter,] <- test\_case  }  }    # Save most recent imputation as imputed dataset 'l' for patient 'i',  dat.imputed[i,missing.col,l] <- unlist(temp\_data[maxit, missing.col])  }  } # end if-structure of the Gibbs sampler  } # end iteration over the patients  return(dat.imputed)  }  # Multiple Imputation of a single missing value for a single patient.  conditional.MI.single <- function(test\_case, model\_estimation, mu, sigma, data\_classes, n.imp) {    missing.col <- which(is.na(test\_case))  if (length(missing.col) > 1) {  stop("This function is only allowed for imputation of a single missing value.")  }    out <- rep(NA, n.imp)    # observed variables (explanatory variables)  predictors <- paste(names(test\_case[,-missing.col]), collapse = " + ")    # model matrix of missing values explained by explanatory variables  pred.data <- model.matrix(formula(paste("~", predictors)), data = test\_case)    if(data\_classes[missing.col]=="logical") {    # Directly draw all 'n.imp' draws for the regression coefficients  beta\_star <- rmvt(n = n.imp,  delta = coef(model\_estimation[[missing.col]]),  sigma = vcov(model\_estimation[[missing.col]]),  df = model\_estimation[[missing.col]]$df.residual)    prob <- rep(NA, n.imp)  for(j in 1:n.imp) {  prob[j] <- 1/(1+exp(-as.numeric(pred.data[1,]) %\*% beta\_star[j,]))  }  out <- rbinom(n = n.imp, size = 1, prob = prob)  } else {  # In case we are dealing with the imputation of a continuous variable, we will use the same functionalities  # as mice.impute.norm, which corresponds to Bayesian Linear Regression. The code below is adapted from the  # function mice::.norm.draw    p <- model\_estimation[[missing.col]] # This should be an object of class 'estimice'    sigma\_star <- sqrt(sum((p$r)^2)/rchisq(n.imp, p$df))  for(j in 1:n.imp) {  beta\_star <- p$c + (t(chol(micesym(p$v))) %\*% rnorm(length(p$c))) \* sigma\_star[j]  out[j] <- pred.data[1,] %\*% beta\_star + rnorm(1) \* sigma\_star[j]  }  }  return(out)  }  # Function extracted from the mice package  micesym <- function(x) {  (x + t(x))/2  }  joint.imputation.cv <- function(training\_data, test\_case, n.imp = 50, ...) {  mu <- sapply(training\_data, mean)  sigma <- cov(training\_data)  data\_classes <- sapply(training\_data, class)  joint\_model <- joint.MI(data=test\_case,mu, sigma, data\_classes, n.imp)  class(joint\_model) <- "joint.imputation.cv"  return(joint\_model)  }  conditional.imputation.cv <- function(training\_data, test\_case, n.imp = 50, ...) {  mu <- sapply(training\_data, mean)  sigma <- cov(training\_data)  data\_classes <- sapply(training\_data, class)    model\_estimation <- conditional.estimation(training\_data)  conditional\_model <- conditional.MI(test\_case, model\_estimation, mu, sigma, data\_classes, n.imp)  class(conditional\_model) <- "conditional.imputation.cv"  return(conditional\_model)  }  cv.function <- function(data, patterns, ...) {  # Create n training sets (n=3880) and n model estimations and imputations with each training set for each patient  results.joint = array(NA, dim=c(nrow(data),ncol(data), length(patterns)))  results.conditional = array(NA, dim=c(nrow(data),ncol(data),length(patterns)))  results.variance = array(NA, dim=c(2,ncol(data),length(patterns)))  results <- list(results.joint, results.conditional, results.variance)      data\_classes <- sapply(data, class)    pb <- txtProgressBar(min = 0, max = nrow(data), style = 3)    for(i in 1:nrow(data)) {  setTxtProgressBar(pb, i)    training\_data <- data[-i,]    # Estimate condtional imputation models  model\_conditional <- conditional.estimation(training\_data)    # Estimate parameters joint imputation  mu <- sapply(training\_data, mean)  sigma <- cov(training\_data)    for(j in seq\_along(patterns)) {  test\_case <- data[i,]  y <- as.numeric(unlist(patterns[[j]]))  test\_case[,y] <- NA  #ifelse(data\_classes[y]=="logical",as.logical(NA),as.numeric(NA))    imp1 <- joint.MI(data = test\_case, mu = mu, sigma = sigma, data\_classes = data\_classes, n.imp = 50)  imp2 <- conditional.MI(data = test\_case, model\_conditional, mu, sigma, data\_classes, n.imp=50)    for(k in 1:ncol(data)) {  if(k %in% y) {  results[[1]][i,k,j] <- mean(imp1[1, k,])  results[[2]][i,k,j] <- mean(imp2[1, k,])  results[[3]][1,k,j] <- var(imp1[1,k,])  results[[3]][2,k,j] <- var(imp2[1,k,])  }  }  }  }  close(pb)  return(results)  }  # Perform jack-knife validation for the imputation of a single missing value  # Author: Thomas Debray  test\_single\_missing<- function(data = knn1,  test\_var = "m0\_Intox\_Smoking\_current",  seed = NA,  n.imp = 50,  ...)  {  biassq.meanimp <- biassq.joint <- biassq.cond <- cov.joint <- cov.cond <- rep(NA, nrow(data))    if (!test\_var %in% colnames(data)) {  stop(paste("Test variable ", test\_var, "not found!"))  }    if (!is.na(seed)) {  set.seed(seed)  }    pb <- txtProgressBar(min = 0, max = nrow(data), style = 3)  for (i in 1:nrow(data)) {  setTxtProgressBar(pb, i)    training\_data <- data[-i,]  test\_case <- data[i,]    y\_ref <- as.numeric(test\_case[,test\_var])  test\_case[,test\_var]<- NA    data\_classes <- sapply(training\_data, class)    # Estimate the necessary imputation models/parameters  mu <- sapply(training\_data, mean)  sigma <- cov(training\_data)  cond\_model <- conditional.estimation(training\_data, skip = (!colnames(data) %in% test\_var))    # Perform the imputation  imp.joint <- joint.MI(data = test\_case,  mu = mu,  sigma = sigma,  data\_classes = data\_classes,  n.imp = n.imp)  imp.cond <- conditional.MI(data = test\_case,  model\_estimation = cond\_model,  mu = mu,  sigma = sigma,  data\_classes = data\_classes,  n.imp = n.imp)    # Extract the average imputation  pred.joint <- mean(imp.joint[1, test\_var,])  pred.cond <- mean(imp.cond[1, test\_var,])    # Assess Mean Square Error  biassq.meanimp[i] <- (mean(training\_data[,test\_var]) - y\_ref)\*\*2  biassq.joint[i] <- (pred.joint - y\_ref)\*\*2  biassq.cond[i] <- (pred.cond - y\_ref)\*\*2    # Assess coverage  tval <- abs(qt(0.05/2, 50))  ub <- pred.joint + tval \* sd(imp.joint[1, test\_var,])  lb <- pred.joint - tval \* sd(imp.joint[1, test\_var,])  cov.joint[i] <- ifelse(lb < y\_ref && y\_ref < ub, 1, 0)    ub <- pred.cond + tval \* sd(imp.cond[1, test\_var,])  lb <- pred.cond - tval \* sd(imp.cond[1, test\_var,])  cov.cond[i] <- ifelse(lb < y\_ref && y\_ref < ub, 1, 0)  }  close(pb)    # Calculate mean square error for joint modeling imputation and for conditional modeling imputation  return(list(mse\_meanimp = mean(biassq.meanimp),  mse\_jointMI = mean(biassq.joint),  mse\_condMI = mean(biassq.cond),  cov\_jointMI = mean(cov.joint),  cov\_condMI = mean(cov.cond)))  }  # Perform jack-knife validation for the imputation of multiple missing values  # Author: Thomas Debray  test\_multiple\_missing<- function(data = knn1,  test\_var = c("m0\_Intox\_Smoking\_current", "m0\_SAP"),  seed = NA,  ...)  {  biassq.meanimp <- biassq.joint <- biassq.cond <- cov.joint <- cov.cond <- array(NA, dim=c(nrow(data), length(test\_var)))  colnames(biassq.meanimp) <- colnames(biassq.joint) <- colnames(biassq.cond) <- colnames(cov.joint) <- colnames(cov.cond) <- test\_var    pb <- txtProgressBar(min = 0, max = nrow(data), style = 3)    if (!is.na(seed)) {  set.seed(seed)  }    for (i in 1:nrow(data)) {  setTxtProgressBar(pb, i)    training\_data <- data[-i,]  test\_case <- data[i,]    y\_ref <- as.numeric(test\_case[,test\_var])  test\_case[,test\_var]<- NA    imp.joint <- joint.imputation.cv(training\_data, test\_case)  imp.cond <- conditional.imputation.cv(training\_data, test\_case)    pred.joint <- apply(imp.joint[1, test\_var,], 1, mean)  pred.cond <- apply(imp.cond[1, test\_var,], 1, mean)    biassq.meanimp[i,] <- (colMeans(training\_data[,test\_var]) - y\_ref)\*\*2  biassq.joint[i,] <- (pred.joint - y\_ref)\*\*2  biassq.cond[i,] <- (pred.cond - y\_ref)\*\*2    # Assess coverage  tval <- abs(qt(0.05/2, 50))  ub <- pred.joint + tval \* apply(imp.joint[1, test\_var,], 1, sd)  lb <- pred.joint - tval \* apply(imp.joint[1, test\_var,], 1, sd)  ubcond <- pred.cond + tval \* apply(imp.cond[1, test\_var,], 1, sd)  lbcond <- pred.cond - tval \* apply(imp.cond[1, test\_var,], 1, sd)  for (j in 1:length(test\_var)) {  cov.joint[i,j] <- ifelse(lb[j] < y\_ref[j] && y\_ref[j] < ub[j], 1, 0)  cov.cond[i,j] <- ifelse(lbcond[j] < y\_ref[j] && y\_ref[j] < ubcond[j], 1, 0)  }  }  close(pb)    # Calculate mean square error for joint modeling imputation and for conditional modeling imputation  return(list(mse\_meanimp = colMeans(biassq.meanimp),  mse\_jointMI = colMeans(biassq.joint),  mse\_condMI = colMeans(biassq.cond),  cov\_jointMI = colMeans(cov.joint),  cov\_condMI = colMeans(cov.cond)))  }  # Extract imputed data to run prediction model on  data\_imputation <- function(data = knn1,  test\_var = "m0\_Intox\_Smoking\_current",  seed = NA,  n.imp = 50,  ...)  {  imp.joint <- imp.cond <- array(NA, dim=c(nrow(data), ncol(data), n.imp))  imp.mean <- array(NA, dim=c(nrow(data), ncol(data)))  colnames(imp.joint) <- colnames(imp.cond) <- colnames(imp.mean) <- colnames(data)    if (!is.na(seed)) {  set.seed(seed)  }    pb <- txtProgressBar(min = 0, max = nrow(data), style = 3)  for (i in 1:nrow(data)) {  setTxtProgressBar(pb, i)    training\_data <- data[-i,]  test\_case <- data[i,]    y\_ref <- as.numeric(test\_case[,test\_var])  test\_case[,test\_var]<- NA    data\_classes <- sapply(training\_data, class)    # Estimate the necessary imputation models/parameters  mu <- sapply(training\_data, mean)  sigma <- cov(training\_data)  cond\_model <- conditional.estimation(training\_data, skip = (!colnames(data) %in% test\_var))    # Perform the imputation  imp.joint[i,,] <- joint.MI(data = test\_case,  mu = mu,  sigma = sigma,  data\_classes = data\_classes,  n.imp = n.imp)  imp.cond[i,,] <- conditional.MI(data = test\_case,  model\_estimation = cond\_model,  mu = mu,  sigma = sigma,  data\_classes = data\_classes,  n.imp = n.imp)  imp.mean[i,] <- as.numeric(test\_case)  if(length(test\_var) > 1) {  imp.mean[i,test\_var] <- as.numeric(colMeans(data[,test\_var]))  } else {  imp.mean[i,test\_var] <- mean(data[,test\_var])  }    }  return(list(imp.joint,imp.cond,imp.mean))  }  # Calculate SMART prediction model  SMART <- function(data = data, ...) {  data <- as.data.frame(data)  prediction\_data <- rep(NA, nrow(data))  A <- -0.085\*data$m0\_Age+0.00105\*(data$m0\_Age^2)+0.156\*data$m0\_Sex+0.262\*data$m0\_Intox\_Smoking\_current+  0.00429\*data$m0\_SAP+0.223\*data$M0\_diabetes+0.406\*data$m0\_History\_CVA+0.283\*data$m0\_History\_PAD+  0.0229\*data$m0\_polyvascular\_disease-0.426\*data$m0\_Lab\_HDLchol+0.0959\*data$m0\_Lab\_Chol-  0.0532\*data$m0\_Lab\_eGFR\_CKD\_EPI+0.000306\*(data$m0\_Lab\_eGFR\_CKD\_EPI^2)  for(i in 1:nrow(data)) {  prediction\_data[i] <- (1-0.81066^exp(A[i]+2.099))\*100  ten\_year\_risk <- mean(prediction\_data)  }  return(ten\_year\_risk)  }  # Combine SMART prediction model and imputed data to make predictions on imputed data  prediction\_single\_missing <- function(data = data,  real\_data = knn1,  test\_var = "m0\_Intox\_Smoking\_current",  seed = NA,  n.imp = 50,  ...)  {  cur\_data\_joint <- cur\_data\_cond <- prediction\_joint <- prediction\_cond <- prediction\_mean <- prediction\_real <- rep(NA, n.imp)    if (!is.na(seed)) {  set.seed(seed)  }    pb <- txtProgressBar(min = 0, max = nrow(data[1][[1]]), style = 3)  for(i in 1:nrow(data[1][[1]])) {  setTxtProgressBar(pb, i)  real\_data <- data[i,]  joint\_data <- t(data[1][[1]][i,,])  cond\_data <- t(data[2][[1]][i,,])  mean\_data <- t(data[3][[1]][i,])    prediction\_real[i] <- SMART(real\_data)  prediction\_joint[i] <- SMART(joint\_data)  prediction\_cond[i] <- SMART(cond\_data)  prediction\_mean[i] <- SMART(mean\_data)  }  close(pb)    return(list(SMART\_real = prediction\_real,  SMART\_joint = prediction\_joint,  SMART\_cond = prediction\_cond,  SMART\_mean = prediction\_mean))  } |